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Abstract—Crowdedness regression such as congestion detection
and crowd counting is important to protect public security.
However, most of the existing algorithms are insufficient for real
applications. Traditional features are not discriminative which
results in rather poor performance under complex scenarios.
The deep features can better represent high-level information,
but the training of deep network for regression is difficult. To
promote the crowdedness regression, a robust hierarchical deep
learning is proposed for the task. In this method, a deep network
is designed for hierarchical semantic feature extraction. Different
from traditional deep regression networks which usually directly
utilize mean squared error as loss function, a robust metric
learning is employed to effectively train the network. Based on
this, multiple networks are combined together to further improve
the generalization ability. Extensive experiments are conducted
and the proposed model is confirmed to be effective.

Index Terms—Deep learning, visual surveillance, regression,
congestion detection, crowd counting, ensemble learning, metric
learning

I. INTRODUCTION

IN recent years, public security has become a serious
problem in modern cities [1]. Many accidents caused by

traffic congestion or extremely crowd result in death every year
[2]. How to automatically detect congestion level and count
crowd number is essential to address the problem. Since the
cameras are very popular nowadays, automatically detecting
congestion or counting crowd number is possible with those
cameras.

The congestion detection and crowd counting have been
researched for years. Traditional methods treat congestion
analysis as a classification problem which divide congested
videos into 2-5 classes. Since more congested images contain
more objects, the moving blobs in traffic videos and their
speed are usually used as features. Recently, a new regression
perspective of congestion is proposed which utilizes a real
continuous value from [0, 1) as the accurate level of conges-
tion. That makes congestion detection a regression task. Crowd
counting is more popular than congestion detection as there
exist more datasets. It’s a typical regression problem which
aims to predict the crowd number in an image. Traditional ap-
proaches include local information mining and holistic feature
extraction. Recently, the deep learning based methods have
shown potentials on the task.

Though both of the tasks have achieved great progress,
they are still insufficient for real applications. There exist
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Fig. 1. The pipeline of the proposed system. The features of multi-level
are extracted by a hierarchical network. To effectively train the network, a
robust metric learning is utilized as loss function. Diverse deep networks are
combined together for better generalization.

some problems which limit the performance and generalization
ability. The first problem is the feature extraction. Most
traditional methods extract low-level, mid-level or high-level
feature to represent the images in simple scenario. However,
there are many different scenes in real world. Under this
circumstance, the performance of are limited. Though the
deep learning based methods can achieve better performance,
the training of these networks are difficult [3]. Based on
the label (congestion level or crowd number), most of them
need additional information to guide the training, like the
position of each person which is very time-consuming to
obtain. Moreover, the generalization ability is not adequate
for real applications. Since large variation exists in different
scenes, the generalization ability is quite important to improve
the performance. Though ensemble learning [4] is a good
choice to increase the generalization ability, how to train
diverse network with limited samples is another challenge.

To address the existing problems, a robust hierarchical deep
learning method is proposed for crowdedness regression. First
of all, a hierarchical deep network which combines different
level of features is designed for better feature extraction. Then,
since the metric learning [5] is effective to embed structural
information, a robust metric learning is proposed as the loss
function to better optimize the hierarchical network. Finally,
multiple networks are combined to improve the generalization
ability.

To sum up, the contributions of this paper are as follows:
• To better represent congestion related proprieties, a hier-

archical deep network is designed to combine different
level of features together. The proposed network can be
used to extract more discriminative feature.
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Fig. 2. The structure of hierarchical network. The input of this network is an image and the output of the network is the corresponding hierarchical feature.
The detail parameters are shown in Table I.

• To efficient train the proposed network, a robust metric
learning is utilized as the loss function. Comparing to
traditional methods, the deep learning for regression is
more effectively optimized with the proposed loss.

• To improve the generalization ability, multiple deep
networks are combined together. Since the diversity of
networks is preserved with our training method, the
combination is effective.

The reminder of this paper is organized as follows. Section
II reviews the relevant works of congestion detection and
crowd counting. Section III elaborates the proposed method
in detail. After the experimental results are reported and
discussed in Section IV, the conclusion and future works are
presented in Section V.

II. RELATED WORK

In this section, we briefly review the related works of
deep learning for regression, congestion detection and crowd
counting.

A. Deep Learning for Regression

In recent years, deep learning has shown its powerfulness
in many tasks such as person re-identification [6], image clas-
sification [7], face verification [8] and multi-modal learning
[9]. Many regression based deep learning methods are highly
correlated with specific tasks including object detection [10],
pose estimation [11], landmark detection [12], et al..

In object detection, Szegedy et al. [13] propose a multi-scale
framework with an L2 error to predict the mask of ground
truth. Redmon et al. [14] propose to localize the objects in
the cell with a multi-part loss function. With the preprocessing,
the bounding box regression in [15] is very accurate. In pose
estimation, Ouyang et al. [16] propose to combine part-based
model [17] with deep learning, and the loss function is the sum
of square error with the L1 norm regularization term. Instead
of utilizing part of body for estimation, Toshev et al. [18]

propose to estimate the human pose directly with a cascade
pose regressor. In landmark detection, Sun et al. [19] propose a
three-level convolutional neural network to detect facial point
in which multi-level regression is proposed. Zhang et al. [20]
propose to detect facial points with a deep multi-task learning.

B. Congestion Detection

Traditional congestion detection can be roughly assorted
into two categories. The first category is based on the analysis
of moving objects in traffic videos. Another category is based
on the holistic feature extraction and classification.

To classify congested videos of a single scene, the most
direct way is to count the number of vehicles on the road.
However, the vehicle detection techniques can not detect all
vehicles especially under congested scenarios. Thus, the key
points and moving blob in videos are used to represent the
vehicles in many algorithms. He et al. [21] propose a method
which represent the vehicles by moving blobs. The background
subtraction algorithm [22] is first utilized to detect moving
blobs. Then, the speed of these blobs is calculated by Optical
Flow [23]. Finally, the fuzzy logical is used for final decision.
Sobral et al. [24] propose to represent the vehicles by key
points. In this work, the speed of key point is calculated by
Kanade-Lucas-Tomasi (KLT) algorithm [25]. The performance
of them are limited by preprocessing algorithms like back-
ground subtraction, key point detection and tracking.

To avoid the preprocessing, many algorithms based on
density related features [26] are proposed. Derpanis et al. [27]
propose to detect congestion videos through the visual dy-
namics. In particular, the proposed representation is extracted
by a set of 3D Gaussian filters which considers spatial and
temporal information simultaneously. Riaz et al. [28] propose
to classify traffic congestion using motion vector statistical
properties. K-Nearest Neighbor and Artificial Neural Network
are evaluated for classification. Dallalzadeh et al. [29] propose
a symbolic representation and the corresponding symbolic
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TABLE I
THE DETAIL PARAMETERS OF THE HIERARCHICAL NETWORK.

Layer Type Input Filter size Filter number Output
C1 Convolutional 64× 64× 3 3× 3× 3 32 64× 64× 32
P1 Pooling 64× 64× 32 2× 2 1 32× 32× 32
C2 Convolutional 32× 32× 32 3× 3× 32 64 32× 32× 64
P2 Pooling 32× 32× 64 2× 2 1 16× 16× 64
C3 Convolutional 16× 16× 64 3× 3× 64 128 16× 16× 128
P3 Pooling 16× 16× 128 2× 2 1 8× 8× 128
C4 Convolutional 8× 8× 128 3× 3× 128 256 8× 8× 256
P4 Pooling 8× 8× 256 2× 2 1 4× 4× 256
FC1 Fully connected 32× 32× 32 32× 32× 32× 10 1 10
FC2 Fully connected 16× 16× 64 16× 16× 64× 10 1 10
FC3 Fully connected 8× 8× 128 8× 8× 128× 10 1 10
FC4 Fully connected 4× 4× 256 4× 4× 256× 10 1 10

method to detect congestion videos. These methods achieve
good performance for one specific scene. However, these
methods can not used for real applications since the congestion
detection with multiple scenes is still challenging.

C. Crowd Counting
Crowd counting algorithms can be divided into two classes:

holistic and local methods. Holistic algorithms count crowd
number from the whole image directly while the local algo-
rithms from patches.

Most holistic methods use textures, foreground pixels and
edges as features which can distinguish different crowd size
efficiently. Marana et al. [30] propose to measure the crowd
density with a Gray Level Cooccurrence Matrix (GLCM)
based features. Regazzoni et al. [31] propose a crowd counting
method based on the edge features. Cho et al. [32] propose
a novel background subtraction techniques to model a human
observer. The performance of these algorithms is limited since
the crowd behavior has large variations.

Instead of taking the whole image as input, the local
approaches first split image into patches. Then, the crowd
estimation is performed on the patch. Finally, the crowd
number of these patches are accumulated to final crowd size.
Chen et al. [33] propose a method in which the feature is
extracted over the grid cells. Lempitsky et al. [34] propose
to estimate the crowd size of each pixel and then all pixels
are accumulated to final count. Fiaschi et al. [35] propose
to utilize random forest to promote the regression of crowd
count. Chen et al. [36] propose to aggregate the local and
global information to better represent the crowd scene. Tang
et al. [37] propose an multiview people counting method based
on different camera views.

Recently, the deep learning has show great potential on
many tasks as well as crowd counting. Zhang et al. [38]
propose a deep network to estimate the crowd size by itera-
tively learning the density map and the global number. Zhang
et al. [39] propose to count the crowd size with a multi-
column convolutional neural network (MCNN). Though the
deep learning based methods achieve better performance, the

training of these networks needs additional information which
is hard to label.

III. OUR METHOD

In this section, the proposed hierarchical deep robust metric
learning ensemble is presented in detail. A deep network is
first designed for hierarchical feature extraction. Then, the
robust metric learning is utilized as loss function. Finally,
multiple deep networks are combined to further improve the
generalization ability.

A. Hierarchical Feature Extraction Network

To extract hierarchical features to better represent the con-
gestion, a deep network is designed. Traditionally, the deep
learning is utilized to extract high-level semantic represen-
tation. However, we find that the low-level and mid-level
features are also helpful for congestion detection. Thus, a
hierarchical feature extraction network is designed to combine
the features from different levels.

The proposed Hierarchical Network (HNet) consists of 4
convolutional layers and 4 fully connected layers. The struc-
ture of the proposed network can be seen in Figure 2 and the
detail parameters are summarized in Table I.

Formally, given an image x as input, the hierarchical feature
fh(x) is calculated by concatenating the feature of each level
fi(x) as follows:

fh(x) = f1(x)||f2(x)||f3(x)||f4(x), (1)

where || indicates concatenation. To calculate the features of
different levels, the Convolutional Neural Network (CNN) is
utilized in which the output of the first layer is:

hi(x) = φ(W c
1x+ bc1), (2)

where W c
1 is the projection matrix of the first layer and bc1 is

the bias. φ is the activation function. Based on the output of
the previous layer hi, the output of next layer can be calculated
as:

hi+1(hi) = φ(W c
i+1 ∗ hi + bci+1), (3)
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Fig. 3. The datasets used for evaluation. The first to last raw are NWPU Congestion dataset, traffic video database, WorldExpo dataset and shanghai Tech
respectively.

where the W c
i+1 is the projection matrix of the (i+1)-th layer,

and the bci+1 is the corresponding bias. With the output of each
convolutional layer, fi(x) are defined as below:

fi(x) =W f
i hi(x) + bfi , (4)

where W f
i and bfi are parameters of fully connected layers.

B. Robust Metric Learning

Since the only label of congestion is a real value, the
optimization of the proposed network is relatively complex.
The mean squared error is usually utilized as the loss function
traditionally. However, the performance is very limited from
the experiment. The metric learning [40] is a technique to
improve the distance measurement among samples which is
effective to embed the structural information. To effectively
train the network, a robust metric learning is employed as the
loss function to embed more structural information and guide
the training of the network.

Specifically, given n training examples {x1, x2, ..., xn} and
the corresponding labels {y1, y2, ..., y3}, the prediction ŷ of a

new sample x is:

ŷ =

∑n
1 yik(x, xi)∑n
1 k(x, xi)

, (5)

where k(x, xi) is the weight based on the distance of x and
xi which can be computed as:

k(x, xi) =
1

σ
√
2π

exp(−d(x, xi)
σ

), (6)

where d(x, xi) is the similarity between x and xi. To measure
the similarity, a Mahalanobis Distance is used instead of
traditional Euclidean distance which is defined as:

d(x, xi) = (fh(xi)− fh(x))>M(fh(xi)− fh(x))
= (fh(xi)− fh(x))>L>L(fh(xi)− fh(x))
= ‖L(fh(xi)− fh(x))‖22,

(7)

where fh(x) and fh(xi) are hierarchical features of x and xi.
M is the distance metric which can be decomposed into L>L
where L is the feature transformation. Since fh(x) is a hier-
archical non-linear mapping, more discriminative information
can be exploited. To eliminate the outliers, the parameters in
the proposed model can be learned by optimizing the following
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Fig. 4. The mean squared errors with respect to different sizes of subset. The
horizontal axis is the size of subset and the vertical axis is the mean squared
error.
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Fig. 5. The mean squared error with respect to the number of networks for
ensemble. The horizontal axis is the different number, and the vertical axis is
the mean squared error. The left diagram is evaluated on a two level network
and the right diagram is evaluated on a three level network.

robust loss function:

L =
∑

φhub(x, xi), (8)

where φhub(x, xi) is defined as:

φhub(x, xi) =

{
(x− xi)2 if|x− xi| ≤ τ
τ(2|x− xi| − τ) if|x− xi| > τ,

(9)

To avoid over-fitting, the l2 regularization term is added on
parameters and then the loss function is written as:

L =
∑

φhub(x, xi) +
α

2

∑
W

W 2. (10)

To sum up, the details of proposed model is shown in
Algorithm 1.

C. Deep Learning Ensemble

Since the there exists many scenes different from the
training set in real applications, the generalization ability is
desired. In our experiments, we find the ensemble learning
is very useful to improve the generalization ability. Thus,
multiple networks are trained and combined together as shown
in Figure 1.

Traditionally, all training samples are used to predict the
congestion level of a sample. To increase the divergence of
different deep networks. A subset of training set is used for
prediction instead of the whole training images. Specifically,
before each deep network is training, we first randomly select

Algorithm 1 Hierarchical deep robust metric learning
ensemble
Input: X ∈ <n×64×64×3: the training images

Y ∈ <n×1: the labels of X
n ∈ <: the number of epochs
α ∈ <: the learning rate

1: // For each deep network
2: for i = 1, 2, ...,m do
3: Split (X,Y ) into (Xs, Ys), (Xt, Yt) and (Xv, Yv)
4: Initialize W , b
5: // For each training epoch
6: for j = 1, 2, ..., n do
7: for (Xbatch, Ybatch) in [Xt, Yt] do
8: // Forward propagation
9: Calculate f(Xs) via Equation 1

10: Calculate f(Xbatch) via Equation 1
11: // Compute the loss
12: Calculate L via Equation 10
13: // Compute gradients
14: Calculate gradients ∂L

∂L , ∂L
∂W and ∂L

∂b
15: // Update parameters
16: W =W − α ∂L

∂W

17: b = b− α∂L
∂b

18: end for
19: end for
20: // Test the network
21: Calculate erri with (Xv, Yv)
22: end for
Output: m deep models and the corresponding error err.

s samples in training set as Xs. Then, the prediction of a new
sample x can be rewritten as:

ŷ =

∑
xi∈Xs

yik(x, xi)∑
xi∈Xs

k(x, xi)
. (11)

After the Xsub is selected, the rest of the training set is split
into two parts: the training set (Xt, Yt) and the validation set
(Xv, Yv).

After multiple networks are optimized, we combined the
results as follows:

ŷfinal =

∑
wiŷi∑
wi

, (12)

where wi is the weight with respect to the validation error of
the i-th network which defined as:

wi =
1

erri
, (13)

where erri is the validation error of the i-th network.

D. Implementation

In this section, the implementation details of the proposed
method is presented.

1) Activation Function: The activation function is used to
define whether a node is activated. In this work, the Rectified
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Linear Unit (ReLU) is utilized as the activation function since
it is easy to computed and propagate. It is defined as below:

φ(x) = max(0, x) (14)

2) Initialization: Following [41], b is initialized to 0 and
the W is initialized to a uniform distribution:

W v U

[
− 1√

d
,
1√
d

]
, (15)

where d indicates the input dimension.
3) Optimization: The network is trained for n (= 500)

epochs and the learning rate α is set as 0.0005. m (= 64) deep
networks are trained and combined for better generalization.

IV. EXPERIMENTAL EVALUATION

In this section, the experimental results are reported and
discussed to demonstrate the effectiveness of the proposed
method.

A. Evaluation Metrics

Two metrics are used for evaluation, the mean absolute error
(MAE) and the mean squared error (MSE) which are defined
as follows:

MAE =
1

N

N∑
1

|yi − ŷi|, MSE =

√√√√ 1

N

N∑
1

(yi − ŷi)2,

(16)
where N is the total number of validation/testing samples, yi
and ŷi are the label (congestion level / crowd number) and the
corresponding prediction of the i-th sample.

B. Congestion Detection

In this section, the experiments about congestion detection
are conducted. The comparison methods are first listed. Then,
the experimental settings and results on each datasets are
reported.

For clarity, the comparison methods are summarized as
follows:
• Random Guess: Randomly choose a value from [0, 1) as

the prediction.
• Traditional approach: The texture feature (LBP) [42] with

metric learning for regression.
• Deep Learning: The deep network with an linear regres-

sion.
• Deep Metric Learning (DeepML): The proposed deep

network with metric learning as loss function.
• Hierarchical Deep Metric Learning (H-DeepML): Deep

metric learning with multi-level information encoded.
• Hierarchical Deep Metric Learning Ensemble (H-

DeepMLE): The proposed method presented in Section
III.

1) NWPU Congestion dataset: The first dataset is the
NWPU Congestion dataset which consists of 26 different
scenes. There are 5585 samples in training set and 1492
samples in testing set. 6 different scenes in testing set are
unseen in training set which can be used to evaluated the
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Fig. 6. The selection of regularization parameter on different datasets. The
horizontal axis is the different parameters and the vertical axis is the mean
squared error.

generalization ability of the algorithms. Typical images are
shown in Figure 3.

In practice, the first parameter should be determined is the
size of Xs. As shown in Figure 4, the best performance is
achieved when we select 512 samples as the subset Xs. After
that, the rest data is split into two parts: training set and
validation set. 80% are used for training, and 20% are used for
validation. Then, we train different networks for combination.
The number of the networks is set as 16 to balance the
performance and the training time based on the results shown
in Figure 5. The regularization parameter is set as 0.00001
according to the results shown in Figure 6.

As shown in Table II and Figure 7, the proposed method
achieves best performance which confirms its effectiveness.
First of all, the performance of traditional method is similar
to random guess due to the large variation among different
scenes. The deep learning without careful design is worse than
traditional method because the optimization is hard with a real
value as label. Comparing deep learning to DeepML, we can
see that the performance is increased after the metric learning
is utilized to guide the training of the network. To evaluate the
hierarchical feature extraction, the DeepML and H-DeepML
are compared. The result show that more discriminative fea-
tures can be learned with hierarchical network. Finally, the
best performance is achieved by combining multiple networks
together (H-DeepMLEs) which indicates that the deep learning
ensemble is effective to increase the generalization ability.

2) traffic video database: Another dataset is traffic video
database [43] which contains only one scene. It is used to
evaluate the performance of different methods under simple
circumstance. The database contains 254 highway video clips
in which the resolution is 320× 240. There are different light
conditions and weathers in the videos. However, all videos
are recorded by the same camera and angle. It is a popular
dataset used for congestion classification which is divided into
3 classes. We first turn it into a regression task. Specifically,
the congestion thresholds for the light, medium and heavy
class are set as 0.165, 0.5, 0.83. Similar to NWPU Congestion
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TABLE II
COMPARISON OF DIFFERENT METHODS FOR CONGESTION DETECTION ON

NWPU CONGESTION DATASET.

Methods MAE MSE
Random Guess 0.356 0.434
Traditional Method 0.316 0.385
Deep Learning 0.367 0.398
DeepML 0.124 0.158
H-DeepML 0.112 0.134
H-DeepMLEs 0.102 0.108
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Fig. 7. The visualization of congestion detection performance on
NWPU Congestion dataset. The horizontal axis is the different testing sam-
ples and the vertical axis is the congestion level.

dataset, the size of subset is set as 512. 80% of samples
are used for training and 20% of samples for testing. The
regularization parameter is set as 0.00001 according to the
results shown in Figure 6. Typical images can be see in Figure
3.

The experimental results are shown in Table III and Figure
8. Different from complex scenarios, the traditional approach
is effective to detect congestion as the result shown that the
performance of traditional approach is better than random
guess and deep learning. The deep learning is still hard to
optimize, as the result is similar to random guess. As same
as the complex condition, the metric learning is effective to
embed the structural information and guide the training of
deep regression. Comparing DeepML and H-DeepML, the
hierarchical feature is more effective since the representation is
more complete and discriminative. However, under the simple
condition, the increase of deep learning ensemble is limited
since the H-DeepML is very effective already.

C. Crowd Counting

In this section, the experiments about crowd counting are
conducted and the results are reported. We first present the

TABLE III
COMPARISON OF DIFFERENT ARCHITECTURES FOR CONGESTION

DETECTION ON TRAFFIC VIDEO DATASET.

Methods MAE MSE
Random Guess 0.3414 0.4190
Traditional Method 0.0325 0.0841
Deep Learning 0.2420 0.29.8
DeepML 0.0236 0.0555
H-DeepML 0.0092 0.0274
H-DeepMLEs 0.0090 0.0253
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Fig. 8. TThe visualization of congestion detection performance on traffic
video database. The horizontal axis is the different testing samples and the
vertical axis is the the congestion level.

dataset and the experimental settings. Then, the experimental
results are discussed.

1) The WorldExpo dataset: The first dataset is the World-
Expo dataset [38] which consists of 3980 labeled frames
come from 108 different surveillance cameras in which the
resolution is 576 × 720. In this experiment, the image is
split into 24 128 × 128 patches and then resized to 64 × 64
for training. Similarly, the testing image is split into patches
and the summarized to a full image. In this experiment, the
regularization parameter is set as 0.001. Typical images are
shown in Figure 3.

The first comparison method is texture feature (LBP) [44]
with ridge regression (LBP+RR). The second method is pro-
posed by Fiaschi et al. [35] which utilizes random forest for
prediction. Two deep learning based methods proposed by
Zhang et al. [38] and Zhang et al. [39] are also used for
comparison. Note that, the training of these deep networks
needs additional information (the position of all human head)
which is hard to obtain.

The results of this experiment are shown in Table IV and
Figure 9. First of all, the proposed method achieves best
performance in the methods without additional information.
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TABLE IV
COMPARISON OF DIFFERENT METHODS FOR CROWD COUNTING ON WORLDEXPO DATASET.THE MAE IS USED AS THE METRIC FOR EVALUATION. THE

BEST RESULTS WITH AND WITHOUT ADDITIONAL INFORMATION ARE INDICATED IN BOLD.

Methods Scene 1 Scene 2 Scene 3 Scene 4 Scene5 Average Additional info
LBP+RR 13.6 59.8 37.1 21.8 23.4 31.0 No
Fiaschi et al. [35] 2.2 87.3 22.2 16.4 5.4 26.7 No
H-DeepMLEs 9.3 34.6 12.7 11.9 18.5 17.4 No
Zhang et al. [38] 2.0 29.5 9.7 9.3 3.1 10.7 Yes
Zhang et al. [39] 3.4 20.6 13.0 13.0 8.0 11.6 Yes

TABLE V
COMPARISON OF DIFFERENT METHODS FOR CROWD COUNTING ON SHANGHAI TECH DATASET. THE BEST RESULTS WITH AND WITHOUT ADDITIONAL

INFORMATION ARE INDICATED IN BOLD.

Part A Part B Average
Methods MAE MSE MAE MSE MAE MSE Additional info
LBP+RR 303.2 371.0 59.1 81.7 148.3 233.5 No
H-DeepMLEs 129.1 186.0 32.1 53.1 67.5 120.1 No
Zhang et al. [38] 181.8 277.7 32.0 49.8 86.7 172.5 Yes
Zhang et al. [39] 110.2 173.2 26.4 41.3 57.0 109.8 Yes
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Fig. 9. The visualization of crowd counting on WorldExpo dataset. The
horizontal axis is the different groups and the vertical axis is the crowd
number.

As we can see that H-DeepMLEs outperforms the other ones
(LBP+RR and Fiaschi et al. [35]) which confirms that the H-
DeepMLEs is effective to count the crowd number. The deep
learning based methods (Zhang et al. [38] and Zhang et al.
[39]) which trained with additional information (i.e., density
map) achieve top performance. However, these methods are
hard to be applied to large-scale data since the additional
information (human heads in crowd) is hard to label.

2) The Shanghai Tech dataset: The shanghai Tech dataset
[39] is a more challenging dataset which contains two parts
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Fig. 10. The visualization of crowd counting on shanghai Tech dataset. The
horizontal axis is the different groups and the vertical axis is the crowd
number.

of images. The first part (Part A) is the extremely crowd
images collected from Internet which contains 482 images,
and the second part (Part B) is recorded from the busy streets
which contains 1198 labeled images. 300 images are used as
training set and the rest are used as testing set in Part A. 400
images are used as training set and the rest as testing set in
Part B. Similarly, the images are first split into patches and
then accumulated as a whole image. In this experiment, the
regularization parameter is set as 0.0001. Typical images can
be see in Figure 3.
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The comparison methods include texture (LBP) feature with
a ridge regressor and two deep learning based algorithms [38],
[39] in which additional information is utilized for training.

The results are shown in Table V and Figure 10 which
are very similar to the WordExpo dataset. The H-DeepMLEs
outperforms the traditional method (LBP+RR) and achieves
comparable result with deep learning methods (Zhang et al.
[38] and Zhang et al. [39]) which indicates that H-DeepMLEs
can be effectively optimized to count crowd number.

V. CONCLUSION

In this paper, a robust hierarchical deep learning method
is proposed for two crowdedness regression tasks: congestion
detection and crowd counting. To extract multi-level features,
a hierarchical deep network is designed. To effectively train
the network, we propose to guide the training of the network
with a robust metric learning by structural information em-
bedding. Then, multiple deep networks are combined together
to increase the generalization ability. With extensive experi-
ments, we demonstrate that the hierarchical feature is more
discriminative and the deep learning ensemble is effective
under complex scenarios.

However, it is time-consuming to train a deep network
which increase the difficulty to the research of deep learn-
ing ensemble. Thus, the efficient training method should be
exploited in the future.
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[35] L. Fiaschi, U. Köthe, R. Nair, and F. A. Hamprecht, “Learning to
count with regression forest and structured labels,” in Proceedings of
the International Conference on Pattern Recognition, 2012, pp. 2685–
2688.



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY 10

[36] K. Chen, C. C. Loy, S. Gong, and T. Xiang, “Feature mining for localised
crowd counting,” in British Machine Vision Conference, 2012, pp. 1–11.

[37] N. C. Tang, Y. Y. Lin, M. F. Weng, and H. Y. M. Liao, “Cross-camera
knowledge transfer for multiview people counting,” IEEE Transactions
on Image Processing, vol. 24, no. 1, pp. 80–93, 2015.

[38] C. Zhang, H. Li, X. Wang, and X. Yang, “Cross-scene crowd counting
via deep convolutional neural networks,” in Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition, 2015, pp. 833–
841.

[39] Y. Zhang, D. Zhou, S. Chen, S. Gao, and Y. Ma, “Single-image
crowd counting via multi-column convolutional neural network,” in
Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, 2016, pp. 589–597.

[40] K. Q. Weinberger, J. Blitzer, and L. K. Saul, “Distance metric learning
for large margin nearest neighbor classification,” in Advances in Neural
Information Processing Systems, 2005, pp. 1473–1480.

[41] X. Glorot and Y. Bengio, “Understanding the difficulty of training
deep feedforward neural networks,” in Proceedings of the International
Conference on Artificial Intelligence and Statistics, 2010, pp. 249–256.

[42] F. Lu and J. Huang, “An improved local binary pattern operator for
texture classification,” in IEEE International Conference on Acoustics,
Speech and Signal Processing, 2016, pp. 1308–1311.

[43] A. B. Chan and N. Vasconcelos, “Classification and retrieval of traffic
video using auto-regressive stochastic processes,” in Proceedings of the
Intelligent Vehicles Symposium. IEEE, 2005, pp. 771–776.
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